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In January 2022, a group of preeminent Black women and women of color 

expressed their concerns to Bot Sentinel regarding the increasing abuse Vice 

President Kamala Harris received on Twitter, and how Twitter ignored their 

numerous reports about the abuse. The women felt Twitter wasn’t taking the 

problem seriously, and they wanted to know why the abuse was allowed to 

continue. Several of them felt Twitter was purposely allowing the abuse to continue.

We set out to determine:

1. If Vice President Kamala Harris was the victim of abuse, hateful content, and 

targeted harassment on Twitter, and

2. If Twitter did indeed ignore abusive and problematic tweets.

Abusive and problematic tweets directed at Vice president Harris were prevalent 

during our investigation. From January 2022 through May 2022, we identified 4,265 

problematic tweets calling Vice President Kamala Harris a “bitch,” “whore,” “hoe,” 

“cunt,” “slut,” and “nigger.” 

For the reasons outlined in this report, we determined Vice President Harris was, in 

fact, a victim of rampant abuse, hateful content, and targeted harassment on 

Twitter. We also found that Twitter ignored 18 out of the 40 tweets we reported and 

only removed two tweets. Twitter notified us that 20 abusive and problematic 

tweets, including one threatening to kill VP Harris, didn't violate its safety policies.

*The tweets reported to Twitter were tweeted from January 2021 through May 2022. 

We used Twitter’s reporting system for each tweet we reported.
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According to a 2018 study conducted by Amnesty International and Element AI, 

women of color, (black, Asian, Latinx and mixed-race women) were 34% more likely 

to be mentioned in abusive tweets than white women. Black women were 

particularly affected, being 84% more likely than white women to be mentioned in 

abusive tweets. This included all kinds of abuse - sexual and physical threats and 

misogyny, as well as racial slurs.

For the first 135 days of 2022, we identified 4,265 abusive and problematic tweets 

disparaging Vice president Kamala Harris. We observed accounts flagrantly using 

bigoted and obscene language, and we also observed accounts sharing 

manipulated photos depicting Vice President Harris in lewd sex acts. 

Although most of the abusive and problematic tweets we identified violated 

Twitter’s policies on abuse and hateful conduct, Twitter only removed two out of the 

40 tweets we reported. Fully 95% of the tweets we reported were allowed to remain 

on the platform, including tweets calling Vice President Harris a “nigger” and 

“monkey.”

We identified one tweet suggesting someone should assassinate Vice President 

Harris, and Twitter removed the tweet. However, Twitter didn’t permanently 

suspend the account. We identified another tweet explicitly threatening Vice 

President Harris, and we received a response from Twitter stating the tweet didn’t 

violate its safety policies. 

INTRODUCTION
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https://decoders.amnesty.org/projects/troll-patrol/findings


According to Twitter, 20 out of the 40 tweets we reported didn't violate their safety 

policies, including a tweet explicitly threatening to kill Vice President Harris and 

another tweet calling her a "naughty nigger" with manipulated photos attached. 

NO VIOLATION
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NO VIOLATION - CONT.
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To reduce the number of pages in this report, we have uploaded a separate zip file 

containing 20 emails from Twitter stating the tweets we reported didn't violate their 

safety policies. 

TWITTER EMAILS
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You can download the emails here: https://botsentinel.com/reports/documents/kamala-
harris/report-05-26-2022-emails-tweets.zip

https://botsentinel.com/reports/documents/kamala-harris/report-05-26-2022-emails-tweets.zip


Although we reported 40 random abusive and problematic tweets, we didn’t receive a 

response from Twitter for 18 tweets, and Twitter didn’t remove the tweets.

NO RESPONSE
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NO RESPONSE - CONT.
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Twitter removed two of the abusive and problematic tweets we reported, but Twitter 

didn't suspend the accounts. Fully 95% of the tweets we reported were allowed to 

remain on the platform.

REMOVED
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For the first 135 days of 2022, we identified 4,265 abusive and problematic tweets 

calling Vice President Kamala Harris a “bitch,” “whore,” “hoe,” “cunt,” “slut,” and 

“nigger.” 

TWEET DATA
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Abusive and Problematic Tweets

31

187

309

561

624

2,553

Tweets

2,0001,0000

Bitch Whore Hoe Cunt Slut Nigger



Twitter accounts listed in this report are violating several Twitter rules, including but 

not limited to violence, abuse & harassment, hateful conduct, and synthetic & 

manipulated media.

TWITTER RULES
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Abuse, hateful content, and targeted harassment are significant problems on 

Twitter. Although Twitter does offer tools to mitigate abuse and harassment, we 

found its tools and reporting system to be severely deficient.

For example, Twitter allows users to block accounts, but accounts that have been 

blocked can still interact with users replying to the victim. So, although the victim 

can’t see the abusive replies, anyone replying to the victim can still see them.

Twitter also allows users to hide abusive replies, but the feature falls short of its 

intended purpose. Anyone can still see replies hidden by the victim by clicking the 

“view hidden replies” icon.

Users can also limit who can reply to tweets, but this feature is lacking because 

Twitter gives users only three options: “everyone, people you follow, and only you.”

We found the concept behind Twitter’s “safety mode” to be promising, but 

unfortunately, none of the English-based accounts we used for testing and 

reporting had “safety mode” available.

Besides the ineffective “anti-abuse” features, we found reporting accounts 

cumbersome, and Twitter often kept users in the dark about accounts they 

reported. When Twitter replies to a complaint, it’s most often to notify the user the 

account didn’t violate Twitter’s policies.

It’s our opinion that Twitter isn’t adequately enforcing its policies on abuse and 

hateful conduct. Tweets that Twitter should remove based on its safety policies are 

allowed to remain on the platform with little to no recourse for the victims. 

Moreover, not only isn’t Twitter enforcing its rules, we believe Twitter isn’t giving 

users the proper tools to mitigate abuse, hateful content, and targeted harassment.

 

CONCLUSION
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1. Enforce the current rules and policies.

2. Allow users to delete replies. We understand some users will abuse the feature, 

but the most effective way to mitigate abusive and problematic replies is by giving 

users more control over who is replying to them. A “delete replies” feature should 

also include a way to delete replies from accounts that reply to you and then quickly 

block you so you don’t see their tweets but others replying can. A simple “delete all 

replies from accounts that blocked you” can solve the issue.

3. Add additional options for who can reply to tweets, such as: 

a) Accounts created over x number of days ago

b) Accounts with an avatar

c) Accounts that haven’t had their account locked for abuse/harassment in the last x 

number of days

4. Revamp the reporting system. A reporting portal where users can check the 

status of their reports would be a tremendous improvement over the current 

system. Also, add the ability to report accounts evading suspension.

  

 

SUGGESTIONS FOR IMPROVEMENT
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Bot Sentinel Inc. is a research firm comprising data scientists, machine learning 

engineers, and researchers specializing in identifying and understanding 

disinformation and targeted attacks on social media platforms. Our mission is to 

detect, analyze, and effectively expose threats using machine learning/artificial 

intelligence, HUMINT (Human Intelligence), and other various methods and 

technologies.

The name Bot Sentinel means autonomous guard. In other words, we are using a 

good "bot" to help identify and guard against inauthentic accounts and toxic trolls. 

Bot Sentinel doesn’t just classify automated accounts aka bads bots, we developed 

Bot Sentinel to classify several types of accounts including accounts operated by 

human beings. 

Our free platform and tools help expose ongoing threats while helping to protect 

our users from targeted attacks. The platform we provide also allows journalists and 

other experts to conduct their own research using the free tools and data we offer.

Over 30 news outlets and publications have cited our research and data, and 

approximately 100,000 active users use our free platform and tools each month.

Press inquiries: press@botsentinel.com
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